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Abstract

People often share information with each other, motivated by
mutual benefit. However, some interfaces force reciprocity by
requiring users to reveal the same type of information they
want to obtain. For example, in some social networks, a user
can view someone’s profile only if they allow the other person
to access theirs. Read receipts in many messaging apps follow
the same pattern. These settings may be detrimental to privacy,
since users are forced to reveal information that they may oth-
erwise not wish to share. On the other hand, forced reciprocity
may be beneficial, as it keeps interfaces simpler and enforces
social norms of fairness. To understand how people perceive
these trade-offs and make choices about reciprocal settings,
we surveyed 802 participants from the U.S. about interper-
sonal access-control settings in three domains: read receipts
in messaging apps, profile views in social networks, and data
visibility settings in smart home devices. We found that forced
reciprocity results in privacy losses, but many consider it fair,
generally preferring reciprocal access-control settings to inter-
faces with more options. Our findings suggest that reciprocity
is a potent motivator in privacy decision-making and has the
potential to be useful as a mechanism in new privacy controls.

1 Introduction

“We did shrooms together, it was beautiful. We felt so open and
honest that we both turned on read receipts.”

— Overheard in San Francisco [48]
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Reciprocity—the practice of exchanging things with others
for mutual benefit—is a fundamental building block of hu-
man society [22]. However, not all reciprocal exchanges are
voluntary. For example, when two parties in a car accident
exchange contact information, they do so not only for mutual
benefit but because they may be legally compelled to [45].

Reciprocity is also fundamental in privacy: people are often
more comfortable sharing information with others on a mutual
basis [44, 49] (“T’'ll show you mine if you show me yours”).
In the privacy and access-control realm, too, reciprocal infor-
mation exchange may be motivated not only by goodwill but
rather by systemic requirements. For example, in Facebook’s
early days, seeing someone’s profile required adding them
as a friend; however, doing so automatically made your own
profile, with all its contents, visible to them [47].

This dynamic illustrates a choice faced by system design-
ers. They can make reciprocal sharing required, as Facebook’s
developers did, or they can allow each party to decide for them-
selves whether they want to exchange information. Both paths
can be seen in different implementations of the read receipts
feature in messaging applications. In many apps, including
WhatsApp and Signal, users can enable read receipts to find
out when their messages have been read [54, 64]. However, if
a user has read receipts enabled, their messaging partners can
also find out if their messages were read. In contrast, users
of Apple’s iMessage can choose to send read receipts, but
their decision does not affect whether they will receive them,
which is determined solely by the sender’s settings [7].

Which approach is better for users? There are arguments
for both. Requiring reciprocity can send a strong signal about
social norms, put people on an equal footing, and simplify
users’ choices. On the other hand, doing so may entail forcing
people to reveal information that they would otherwise not
want to share—a potential privacy harm. Even something
seemingly minor like a read receipt can communicate to a
recipient that their message has been read but is being ignored,
which can carry detrimental social consequences [14, 26],
and may even be a violation of Contextual Integrity if it runs
counter to prevailing norms [44]. But what are those norms?
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At present, no guidance is available to system designers
about how to best handle potentially reciprocal data shar-
ing among users. Our research aims to shed light on this
dilemma. To do so, we set out to understand people’s choices
and preferences regarding reciprocity, along with the norms
for reciprocal interfaces, how they impact decision-making,
and how they interact with reciprocity being forced. To that
end, we formulated the following research questions:

* RQI: What are the norms surrounding current real-world
reciprocal access-control settings?

* RQ2: Do people make different choices when reciprocity
is forced versus when it is not? If so, are these differences
consistent between different types of apps?

* RQ3: When configuring potentially reciprocal settings,
what reasons drive people’s decisions?

* RQ4: Do people prefer optional or forced reciprocity?
How do they perceive their fairness and privacy?

To answer these research questions, we conducted a sur-
vey study with 802 participants. In order for our findings
about reciprocity to better generalize, we investigated partici-
pants’ choices for existing and hypothetical privacy settings in
three independent access-control domains: messaging (read
receipts), social media (profile views), and smart homes (re-
viewing camera footage—a setting where reciprocity is not
currently used). In each domain, we performed within- and
between-subjects comparisons of three variants of settings:
(1) forced reciprocity, (2) no reciprocity (users decide inde-
pendently how to act), and (3) reciprocity is not forced but
users can explicitly choose a reciprocal arrangement.

We found that people already frequently change recipro-
cal settings, and there are substantive disagreements in the
population about whether or not reciprocity should be forced
(RQ1). Participants shared more information under forced
reciprocity, and we observed some variation in the choices
in different domains (RQ2). Configuration decisions were
driven primarily by perceived value of information and imag-
ined audience (RQ3). Despite the potential privacy loss, most
participants perceived forced reciprocity as fair, and many
preferred it to settings where they had more flexibility (RQ4).
Overall, we conclude that reciprocity plays a large role in
users’ current access-control choices and can potentially be
harnessed in novel privacy controls as well.

2 Related work

Read receipts Read receipts are the most ubiquitous re-
ciprocal privacy setting, having been around for decades. A
2003 study by Tyler and Tang [61] about their presence in
email clients already mentioned that they were creating pri-
vacy concerns and frustrating users, who did not realize what
they were revealing. More recent research has documented
the important role read receipts have come to play in interper-
sonal communications. Hoyle et al. [26] surveyed Facebook

Messenger users about their reactions to read receipts. They
found that having a message read but not responded to creates
various emotions in senders, and people use this channel for
social signaling. Similar signaling behaviors, as well posi-
tive and negative emotions, were found by Chou et al. [14],
who interviewed people about their attitudes and practices
surrounding read receipts. Chou et al. [13] also studied ways
of mitigating the tension by adding attention management
features into instant messaging application, for example com-
municating a user’s expectations about their availability. A
slightly earlier attempt to reduce the social pressures created
by read receipts came from Cho et al. [12], who developed
prototypes of two design concepts: “private status sharing,”
which reveals a user’s status only to those who have sent a
message to them, and “sender-controlled notifications,” which
let senders choose whether to send notifications for their own
messages. Perhaps in recognition of the complex and emo-
tional effects of read receipts, most messaging platforms have
incorporated a setting that governs sharing of read receipts.

Online status indicators Read receipts are not the only
messaging feature to support reciprocity. Sun Microsystems
filed a patent in 2000 for a “mechanism for reciprocal aware-
ness of intent to initiate and end interaction among remote
users” [58]. Online status indicators (OSIs) serve a similar
purpose and became widespread in instant messaging. Cobb
et al. [17] surveyed smartphone users about their experiences
with OSIs, finding that they are frequently a source of privacy
leaks, which users manage by altering their own behavior
because of a lack of customizability in the OSI interface. In
a separate study, Cobb et al. [16] examined OSI design deci-
sions in 40 mobile apps, observing that they were evenly split
as to whether reciprocity was enforced.

Social networks Knowledge about who is viewing you has
also been shown to be important in social networking con-
texts, such as location sharing applications. Tsai et al. [60]
found that people consider it very important to know who
viewed their location, and Patil et al. [51] discovered a mis-
match between users’ a priori sharing decisions and ones they
wanted to make in the moment. Another type of social media
setting provides users with information about who has viewed
their profile. Hoyle et al. [25] studied how people engage
with this profile views feature on LinkedIn, finding that users
have a variety of privacy concerns and behaviors, resulting in
self-censorship. These concerns can sometimes be addressed
through configuring access-control settings [33].

Smart homes Reciprocity plays an important role in com-
munal usage of smart homes devices [32], for example in
the way device owners and bystanders negotiate over the
privacy settings of those devices [6]. Researchers have also
sought to harness reciprocal relationships to manage privacy
in smart homes. Akter et al. [3] experimented with reducing
intra-family privacy tensions by developing a prototype app
that allowed users to engage in mutual monitoring. Berger



et al. [9] evaluated novel schemes for collaborative interac-
tion with a smart TV, allowing users to embed pre-existing
interpersonal dynamics in their access control scheme.

Models and frameworks Besides specific instances of pri-
vacy controls, researchers have used more theoretical lenses
to consider the relationship between privacy and reciprocity.
For example, Chiu et al. [11] applied Social Cognitive Theory
and Social Capital Theory to investigate knowledge sharing
in virtual communities, identifying reciprocity as one of many
key social capital factors that govern knowledge sharing be-
haviors. Stuart et al. [56] developed a theoretical framework
to model people’s need for social transparency in online com-
munications. Finally, a number of studies have investigated
tensions between wanting to protect and share information
using game theory [28, 36, 55].

Reciprocity in the social sciences Reciprocity has also
seen considerable study in the social sciences. Gouldner’s
original formulation of reciprocity [22] described it as a soci-
ological phenomenon that contributes to the stability of social
systems by enabling cooperation between parties, even if they
hold purely self-interested motivations. Fehr and Géichter [20]
applied this formulation by examining economic implications
of reciprocity and documented numerous cases where it is
used to enforce contracts and social norms. Molm et al. [43]
showed that the value of reciprocity in a social exchange is
primarily governed by its instrumental value as well as the
influences it has on trust and solidarity with counterparties.

Our research builds on this related work in several ways.
While prior research on read receipts has examined how users
feel about them [14, 26], we quantify people’s choices and
examine how they make decisions for apps without estab-
lished defaults. We are also able to directly compare people’s
decisions in different domains, such as messaging and social
media [25], thus bridging a research gap. Our work further
extends the smart home field, where we contribute a new type
of privacy control meant to ease intra-household tensions.

3 Methods

To answer our research questions (see Section 1) and pro-
vide guidance for system developers about optional versus
forced reciprocity, we developed a survey study. To under-
stand existing norms (RQ1), we asked about respondents’
use of existing apps with reciprocal access-control settings.
However, our remaining research questions (about people’s
choices and preferences) would have too many confounds
in real-world apps. To systematically investigate factors that
affect reciprocity and collect ecologically valid data about
real-world behaviors, we therefore designed a portion of our
survey as an experiment, in which we asked participants to
configure hypothetical apps with access-control settings that
were, or were not, reciprocal.

We begin with an overview of the study flow (Section 3.1),
then explain our methodological choices in greater depth (Sec-
tion 3.2). Afterwards, we detail our data analysis (Section 3.3),
recruitment and ethics (Section 3.4), study limitations (Sec-
tion 3.5), and participant demographics (Section 3.6).

3.1 Study flow

In our survey, we asked participants to make new choices
about hypothetical settings and also asked about choices they
had already made in real-world settings (saving the latter for
the end of the survey to minimize status quo bias). After
obtaining informed consent, our study proceeded as follows.

1. We studied people’s preferences for reciprocity in three
domains: Messaging, Social Media, and Smart Home.
These were used in between-subjects comparisons, with
each participant assigned to a single domain. To control
for the effect of defaults, we also randomized the setting
that was reported as default to the participant (default-
enabled vs. default-disabled). (Section 3.2 explains these
design choices in greater detail.) Both domain and de-
fault were chosen once for each participant and then held
constant for that participant for the entire study.

2. We next randomly assigned each participant to one of
three reciprocity types: Forced (reciprocity is required),
Non-reciprocal (no reciprocity required), or Opt-in (there
is an explicit reciprocal option, but it is not required).
Section 3.2 also explains these settings in detail.

3. We then instructed participants to role-play that they
had just installed a new app with settings they had to
configure, for example turning read receipts on or off.
We explained each setting as a bullet-point summary and
as a table describing what each party would be able to
know (see Appendix 6 for complete text).

4. Participants needed to pass two comprehension check
questions about the settings to proceed. Those who failed
after two attempts were excluded from the study.

5. After the comprehension checks, we asked participants
how they would want to configure their new hypothetical
app. For example, those assigned to the default-enabled
variant of the Forced condition in the Messaging domain
answered whether they wanted to enable read receipts.
These decisions—how participants configured the set-
tings in their apps—represented the primary dependent
variable in our experiment. We also asked participants
open-ended questions about their reasoning for each of
their choices.

6. After this, we randomly selected one of the remaining
two reciprocity conditions. We told participants that we
wanted them to evaluate a new app (in the same domain).
We then repeated steps 3-5.



7. After participants had provided input on both apps, we
asked which of the two apps they preferred and why.

8. We also asked questions to gauge how much value partic-
ipants assigned to visibility information—both knowing
it about others, and keeping it private about themselves.

9. In the next stage of the survey, we asked about the par-
ticipant’s current usage of reciprocal privacy settings.
This varied slightly by domain, because in social me-
dia, not all services provide profile views, and in smart
homes, we are not aware of existing reciprocal settings,
so we asked about data review more generally. To those
participants who reported using apps or services with
known reciprocal settings, we asked follow-up questions,
including whether they chose to enable the settings and
the norms they believe to surround them.

10. We then asked respondents how they perceived forced
and optional reciprocity from the perspective of fairness
and privacy. We saved these questions for the end of the
survey, to avoid biasing participants’ choices through
these considerations or usage of the term “privacy.”

11. We concluded with standard demographic questions.

We piloted our survey design with a convenience sample.
Participants were encouraged to think aloud as they responded
to the survey; using their feedback, we clarified the descrip-
tions of our hypothetical apps and our comprehension checks.

The complete survey instrument used in the Smart Home
domain can be found via Appendix 6. The surveys for the
remaining domains were substantially similar.

3.2 Experiment design
Next, we explain the rationale for our study’s design choices.

Domains To ensure that our results generalized beyond
a single context, we wanted to study reciprocal settings in
different types of apps. We therefore selected three domains
for our study, with only one assigned to each participant:

1. Messaging (read receipts)
2. Social Media (profile views)
3. Smart Home (view reports for camera footage)

Read receipts were our first pick because they are extremely
widespread, due to being a core feature of messaging apps
like WhatsApp and iMessage.

Another relatively common reciprocal privacy feature is
profile view reports on social media. TikTok users, for exam-
ple, can view a list of accounts who have visited their profile.
However, if a user enables this feature, then they too will show
up in a list of visitors to others’ profiles [59]. LinkedIn has a
similar feature [25], though its mechanics have become more
complex due to the introduction of paid features [35].

Finally, we wanted to see whether any trends from domains
with established reciprocal settings would hold in a differ-
ent domain where such settings are not currently used: smart
homes. Users in smart homes frequently encounter privacy
tensions or even misuse [15, 42, 65], but privacy controls are
often absent, flawed, or underutilized [24, 66], even though de-
vices like cameras collect highly sensitive data [57]. Inspired
by proposals for collaborative oversight [3] and optimistic
access control [39], we conceptualized a setting, view reports,
that would allow residents in a smart home to find out whether
and when other users in their home reviewed video recordings
of them. This setting allows for reciprocity in a way analogous
to profile views, because notifications can flow both ways:
when viewing someone or being viewed by someone.

This paper uses visibility information as a general term for
any of read receipts, profile views, and view reports, but the
survey itself used only the domain-specific terms.

Reciprocity conditions To understand people’s reciprocity
choices in a consistent and comparable way, we presented
participants with hypothetical apps and asked them how they
would configure their settings. The settings offered by these
apps represented three different design choices system devel-
opers might select when it comes to sending and receiving
visibility information:

1. Forced (reciprocity is required, so there is only one op-
tion to enable)

2. Non-reciprocal (reciprocity is not required, and there
are two separate settings for sending and receiving)

3. Opt-in (reciprocity is not required, and the two separate
settings each offer an extra option to opt into reciprocal
sharing)

The first possible condition, Forced, required reciprocity
by providing a single setting for both sending and receiving
visibility information. For example, in the Messaging domain,
it worked like read receipts in WhatsApp or Signal: turning
it on meant that you would see read receipts, if the other
party also had them turned on. A detailed explanation of this
behavior, as provided to our participants, can be found—for
all domains—linked from Appendix 6.

The second type of setting represented Non-reciprocal inter-
faces, as seen, for example, in Apple’s iMessage, where read
receipts can be received independently of sending them [7].
To capture whether people care about receiving read receipts,
we also provided a separate option where people could toggle
receiving them, resulting in two controls total: one for sending
and the other for receiving (read receipts, profile views, etc.).

We also introduced a third type of setting, Opt-in, where
participants could express a preference for reciprocity with-
out being forced into it. To actualize this, we built on the
Non-reciprocal condition; keeping the sending and receiving
settings separate, we added a third option—on top of enabling
or disabling—to both of them: send (or receive) conditional
on the other party. Conditional sending meant that the app



would only send (read receipts, profile views, etc.) if the other
party was also sending them. Analogously, conditional receiv-
ing implied receiving visibility information only if the other
user had also chosen to receive.

When participants in our study were assigned to a particular
condition, we described it as a hypothetical new app that they
had installed, which had a unique name (e.g., in the Messaging
domain, these were FastText, QuickMessage, and RapidMes-
senger). Any questions, including comparative ones, used this
name only; the condition identifiers listed above appear only
in the paper. We opted to give the apps different names so that
we could ask comparison questions that were less confusing
than “App A versus App B.” While the name stayed consistent
for each domain-condition pairing, to minimize confounds,
we picked very similar names and made them as neutral as
possible.

We wanted each participant to experience more than one
condition, so they could tell us which one they preferred.
We therefore designed our study to provide both within- and
between-subject comparisons of the conditions: each partici-
pant experienced two out of the three conditions. (We felt that
including all three might fatigue participants.)

Other controlled variables In addition to domain and reci-
procity type, our study controlled for other factors that we felt
might influence people’s choices: ordering and defaults. To
control for order effects, we randomized the order of the two
different reciprocity types presented to each participant.

We similarly tried to control for the role defaults may play,
since they are known to influence choices in privacy set-
tings [2, 29] and human decision-making more generally [31].
To account for this, we designed two possible defaults for
each setting: default-enabled and default-disabled. These
differed in what was presented as the default behavior of the
app in question. For example, in the Forced condition of the
Messaging domain, the default-disabled version presented
the choice with the question “Would you like to enable read
receipts in [app name]? (The setting is disabled by default.)”
The options were “Yes, enable read receipts” and ‘“No, keep
read receipts disabled.” The default-enabled version inverted
these choices. Participants were randomly assigned to one of
the two defaults for the duration of the study.

3.3 Data analysis

We analyzed participants’ open-ended responses using con-
tent analysis [53]. For each question, two researchers read
through responses and created independent codebooks, which
they then combined and refined. They then used the combined
codebook to independently code each response, allowing mul-
tiple codes per response if applicable. At this stage, the av-
erage interrater reliability score, computed using the Kupper
and Hafner method [34], was .64. Each response having been
double-coded, the two raters then discussed and resolved any
differences in their codes, achieving 100% agreement on the

final ratings. In the text below, quotes from participants from
the Messaging, Social Media, and Smart Home domains are
designated as MX, SX, and HX, respectively.

3.3.1 Regression analysis

To supplement our qualitative analysis, we fit two logistic
regression models to our participants’ configuration decisions
in the hypothetical app experiment: whether a participant
chose to (1) send and (2) receive visibility information. Each
regression model combined all decisions from all participants
in all conditions.' Because every participant made two deci-
sions (one for each of the two “apps” they considered), each
contributed two data points to each regression, which we ac-
counted for by using a model with random effects.

The regression models included the following factors (the
reference category is denoted with *):

¢ domain (Messaging*, Social Media, or Smart Home)

* a binary variable representing whether this was the first
or the second” app the participant was hypothetically
configuring, to check for order effects

default (default-enabled” vs default-disabled)
participant’s answer to how much they value obtaining
visibility information [numeric score on a 5-point scale]
participant’s answer to how much they value others (not)
obtaining visibility information (i.e., privacy) [numeric
score on a 5-point scale]

whether the participant reported enabling visibility in-
formation (e.g., read receipts) in a real-world app they
were using, if applicable [N/A, yes, no*]

reciprocity condition (Forced, Non-reciprocal®, Opt-in)
* participant’s age, to control for demographic effects

Additionally, based on a priori hypotheses, we included
two sets of interaction effects in the models. The first was
between age and valuing obtaining information and valuing
privacy. We reasoned that, given the social nature of reciprocal
settings, different age groups might have different values [63].
The second set tested interactions between the value ratings
and the domain. Our hypothesis was that people would value
information differently across the different domains [19, 52].
More details and complete results are in Appendix 8.

3.4 Recruitment and ethics

Based on a power analysis (details in Appendix 7), we aimed
to recruit at least 80 people per condition. We recruited par-
ticipants between March and September 2023 through the
Prolific platform [1], which enforced our requirements of be-
ing age 18 or older and from the United States. We offered
$4 in compensation for the survey, which took approximately

n the Forced condition, where there was a single combined setting,
enabling the setting was interpreted as a decision to both send and receive.



15 minutes to complete. Participants provided informed con-
sent before beginning the survey. All study procedures were
approved by our Institutional Review Board.

3.5 Limitations

Our work has limitations common to human-centered re-
search. Because participants self-reported their currently con-
figured settings, that data could be subject to failures of recall,
experimenter demand bias, or social desirability bias. How-
ever, we believe that the neutral word choices and subject
matter did not predispose people towards particular choices.

Our experiment relies on hypothetical scenarios; therefore,
people’s actions might be different in the real world. We at-
tempted to gauge potential behavioral differences by asking
respondents, “If you were deciding about enabling [read re-
ceipts, profile views, etc.] in real life, how would you make
that choice?” Participants mostly stated that they would make
choices the same way as they did in our study, though some
acknowledged that their choices would depend on prevailing
norms and their specific use cases for the given app. The lack
of such context represents another limitation of our study,
since it is a factor in users’ decisions. We chose to limit
context to increase generalizability (avoiding overly-specific
scenarios that some participants might not relate to), reduce
the amount of text participants had to read, and avoid creating
new conditions in an already-complex study.

Our study has other ecological limitations, including that
real-world users will use interfaces substantially different
from our survey-based flow and will not have access to side-
by-side comparisons of privacy choices. Thus, like many stud-
ies, ours is subject to trade-offs between ecological and in-
ternal validity. We prioritized the latter, in order to enable
cross-domain comparisons; we see our study as establishing
the baseline for people’s choices in controlled environments,
to be supplemented by future work in more realistic scenarios
(e.g., in situ observations of app settings) and beyond the U.S.

3.6 Participants and demographics

1,399 people started our survey and 802 completed it, after
accounting for participants who quit midway through (181),
failed comprehension checks (392), and manual review to
identify low-quality submissions (24).” These were allocated
to the different domains and reciprocity conditions as shown
in Table 1, with at least 80 participants assigned to each con-
dition. Table 2 lists participant demographics.

2Comprehension check failures varied by condition. Fewer failed out in
Forced (3.8%) than Non-reciprocal (16.7%) and Opt-in (27.4%). This may
have had a selection effect on the participants in the respective conditions,
which represents a limitation of our study. While some differences between
conditions are expected due to forced reciprocity’s relative simplicity and
familiarity, counteracting this could be possible in future work by pre-testing
the comprehension questions and balancing out their difficulty.

Table 1: Number of participants in each study condition

Smart
Messaging Home Social
Non-reciprocal + Opt-in 120 80 81
Forced + Opt-in 80 80 80
Forced + Non-reciprocal 120 80 81

Table 2: Demographics of participants across all studies

Gender Woman 49%
Man 49%
Non-binary or unknown 2%
Age Mean (Median) 36 (33)
Range [18, 80]
Race/Ethnicity White 68%
Black or African American 12%
Asian 6%
Hispanic or Latino 5%
Other 9%
Education No college 15%
Bachelor's or some college 69%
Post-secondary 16%
4 Results

Below, we detail the results of our study.

4.1 RQI1: What norms surround current recip-
rocal access-control settings?

To learn about existing norms and expectations, we asked
participants about their current usage of forced reciprocal in-
terfaces in the domain assigned to them. We were interested in
both their currently configured settings and their perspective
on the expectations that surround them.

Equal numbers enable & disable read receipts Aside
from SMS (used by 53% of participants in the Messag-
ing domain), the messaging applications most popular with
our participants all support read receipts: iMessage (used
by 53%), Facebook Messenger (45%), Instagram (33%),
Snapchat (25%), WhatsApp (21%), and Telegram (8%).

In their current most-used apps, approximately equal num-
bers had read receipts enabled (34%) and disabled (37%).
Another 8% had them enabled only for some recipients. (The
remaining respondents were unsure or used an app without
read receipts.) However, current usage of read receipts varied
by messenger. For example, 62% of WhatsApp users had read
receipts enabled, but only 26% of iMessage users did.

We asked participants whether they actively selected the
read receipts setting for their most-used app. A plurality stuck
with the default read receipt setting (47%), and more than 90%



of these expressed that they would not change it. In contrast,
38% reported having changed their app’s read receipt setting.
(The remaining 15% said they were not sure.”)

No strong consensus about read receipt norms If a par-
ticipant’s most frequently used messaging app supported read
receipts (273 out of 320 respondents in the Messaging do-
main), we asked if they believed there were social norms
related to read receipts for that app. (Complete codebooks are
in Table C2, see Appendix 6.) Most frequently, participants
responded that they were not aware of any norms (58 out of
273, 21.2%) or, more strongly, that there are none (59 out of
273, 21.6%): “No, I haven’t been asked to turn them on or
off. I really have not heard anyone mention them” (M320).

Many did speak about others’ preferences. A common sen-
timent (38 out of 273, 13.9%) was that most others are likely
to have their read receipts off. A smaller proportion (22 out
of 273, 8.1%) expressed the opposite: “I feel like most people
Jjust have it on and leave it on. I don’t know of anyone that
has turned it off” (M176).

Interestingly, despite the findings in literature (and the
present study) that read receipts create a pressure to re-
spond [14, 26], only 25 out of 273 participants (9.2%) men-
tioned normative expectations of a timely response after a
message is marked as read: “Some people get mad if you
don’t answer them back right away” (M190).

Profile view norms vary between networks We asked
participants in the Social Media domain about which social
networks they used. (Instagram was most common, 71%.) For
the networks we know to employ forced reciprocity, 37% of
participants used LinkedIn and 45% used TikTok.

We asked participants who used either LinkedIn or TikTok
about their choices for these networks’ profile views settings.”
Approximately half of LinkedIn users (51% of 89) had profile
views turned on; only 24% had them turned off. In contrast,
on TikTok, more participants had them turned off (39% of
109) than turned on (25%). (The remaining respondents were
unsure about their setting.) Approximately equal numbers
said they changed the setting (35%) and left it with the default
(37%). However, compared with the Messaging domain, a
greater fraction (more than a quarter) expressed the desire to
change their setting going forward.

We asked respondents who used LinkedIn or TikTok about
the prevailing social expectations for profile views on those
networks. (Full results are in Table C2, Appendix 6.) Once
again, most commonly, participants did not know (56 out of

150, 37.3%) or thought there are none (27 out of 150, 18.0%).

As with the profile view settings, we observed differences
between the platforms. A greater proportion of LinkedIn users

3We consider the relatively high proportion of respondents who were
unsure whether they changed a setting to be plausible. WhatsApp was first
released in 2009 [46] and iMessage in 2011 [8], so the configuration could
have happened years earlier.

4Respondents who used both were asked about one of them at random.

Table 3: How often data from cameras and other IoT devices
is reviewed by owners themselves and others in their homes.
(Columns may not add up to 100% due to rounding.)

Camera Other 10T
Self Others Self Others
Daily 32% 20% 5% 4%
Weekly 35% 33% 12% 10%
Monthly 12% 13% 13% 8%

Occasionally 16% 16% 25% 19%
Never 3% 3% 34% 40%
Don’t know 1% 14% 11% 19%

(15 out of 71, 21.3%) mentioned that there was an expectation
to have profile views enabled when compared to TikTok (1 out
of 79, 1.3%). Similarly, a greater proportion of LinkedIn users
mentioned that they thought that most other LinkedIn users
had profile views enabled (10 out of 71, 14.1%) compared to
TikTok users who expressed the same sentiment (6 out of 79,
7.6%). The differences can likely be attributed to users’ goals
on these platforms: “Since [LinkedIn is] more for jobs, yes,
people want to know who is checking them out there” (S34).

Camera but not other IoT owners review data We are not
aware of existing smart home devices that employ forced reci-
procity; therefore, in the Smart Home domain, we asked IoT
owners how often they or others in their household currently
review data from their devices. Since cameras are the focus
of the hypothetical mechanism in our study, we asked about
those separately. Participants’ responses are summarized in
Table 3. We found that review rates among camera owners
were high, with 67% reporting that they viewed footage at
least once a week and most believing others in their household
did so as well. Review rates were much lower among those
who owned other devices, where 34% reported never review-
ing device data. This is unsurprising, as this category includes
devices like smart TVs and light bulbs, which are popular, but
offer no or limited data for users to review. These results sup-
port our choice to use view reports for smart cameras as our
case study, since, for these products, users are already actively
accessing data, necessitating the need for privacy controls.

As in the other domains, we asked participants about any
norms surrounding data review. One common expectation is
that data should only be reviewed when there is a good reason:
“In general, I think there needs to be some sense of ‘cause’
to view footage as opposed to watching out of curiosity or
general interest” (H95). For smart cameras, this expectation
appeared more frequently (25 out of 91, 27.5%) than for smart
home devices generally (12 out of 134, 9.0%), likely due to
the more sensitive data collected by the former.



4.2 RQ2: Do people’s choices differ under
forced reciprocity, and how?

HEm Disable

Enable

Conditional

Forced

Non-reciprocal - Send

Non-reciprocal - Receive

Messaging

Opt-in - Send

Opt-in - Receive

Forced
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Social Media

Opt-in - Send

Opt-in - Receive
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Smart Home

Opt-in - Send
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% of participants
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Figure 1: Settings configurations chosen by participants for
hypothetical new apps

In Figure 1, we report the settings participants chose in the
apps we presented to them. Overall, there was remarkable
heterogeneity across all conditions: rather than one choice
dominating, participants varied in their preferences.

In the Forced condition, where the hypothetical app’s users
had a binary choice between enabling and disabling, the
split was almost even in the Messaging domain: 48% en-
abled read receipts. In comparison, more respondents enabled
view reports in the Smart Home app (56%), but fewer en-
abled profile views in the Social Media app (40%). These
differences between domains were statistically significant
(x> = 8.77, p = .01), and we explore participants’ reasons for
these choices (and the differences) below, in Section 4.3.

People choose reciprocity when it is optional Our results
show that, even when reciprocity is not required, and users can
send or receive information unconditionally, some still want
to do so contingent on the counterparty’s behavior. When the
Conditional option was available (in the Opt-in condition),
participants selected it both for sending and receiving. In
Messaging and Social Media, around one third chose to send
visibility information conditionally (33% and 30%), and the
setting was most popular in the Smart Home domain, where
449% enabled it. (These cross-domain differences were statis-
tically significant, x> = 7.82, p = .02.) Conditional receiving
was also most popular in the Smart Home domain (36%) rela-
tive to the others (28% and 27%), though here the distinction
was not found to be significant (x> = 3.56, p = .17). Across
all domains, more participants opted in to conditional (re-
ciprocal) sending than enabled unilateral sending. Not only
do people choose reciprocity even when it is not forced, but
this results in more sharing: our regression model shows that
participants in the Opt-in condition had the highest likelihood
of sending visibility information. (See Appendix 8 for model
details and coefficients.)

People are more likely to reveal information when reci-
procity is forced We hypothesized that more people would
reveal information when reciprocity is forced, because they
may prefer to keep their own information private but are
forced into giving it up under this condition. Our regression
model supports this, showing that users are more likely to
send visibility information in the Forced condition, as com-
pared with Non-reciprocal. As seen in Figure 1, this trend
held across all domains: when the choice to send visibility
information was separated from receiving it, the number of
participants who enabled it went down, from 48% to 43%,
from 40% to 26%, and from 56% to 48%, in the Messaging,
Social Media, and Smart Home domains, respectively. The dif-
ferences between the domains themselves are less conclusive:
in the regression models, the domain variable did not appear
to be significant on its own. However, we observed significant
interaction effects between some domains and participants’
privacy valuations. While valuing privacy more reduces the
odds of disclosure 4.44-fold in the baseline (Messaging) do-
main, this reduction is significantly less in the Smart Home
domain (1.95-fold). For choosing to receive visibility infor-
mation, the (non-significant) effects of privacy valuation were
attenuated, from a 38.4% reduction for Messaging to a 15.6%
increase for Smart Home and 1.3% increase for Social Media.

People reveal information even if they are not forced to
A naive assumption about information exchange transactions
might invoke rationality to predict that people would never
send visibility information in the Non-reciprocal condition,
since users no longer have an incentive to do this. On the
contrary, from 26% to 48% (depending on the domain, which
was significant, x> = 17.97, p < .001), enabled sending, even
though it was not necessary for seeing others’ information.



Examining respondents’ explanations for their choices, we
found several social and psychological reasons. Some stated
that they would feel discomfort if they did not reciprocate:
“Knowing when others read without letting them know the
same just doesn’t sit well with me” (M88). In Smart Home
contexts, this extended to a desire to signal prosocial behav-
iors, such as trust and transparency: “I’d rather not but if it’s
my family, I suppose we need the settings open so everyone
feels safe and comfortable” (H9). The absence of view re-
ports could be used as a sign of respecting others’ privacy
by demonstrating that their data had not been accessed: ““/
chose to keep sending enabled just so other members would
know that I have not viewed recordings of them” (H118). Fi-
nally, others felt that sending visibility information served as
a stand-in for normal communication, as was sometimes the
case in Social Media: “I want them to know that I'm keeping
in touch by viewing their profile without having to message
them each time” (S147).

With forced reciprocity, fewer people obtain information
they otherwise want We hypothesized that, under a forced-
reciprocity policy, some users might opt out (e.g., disabling
read receipts), even though they are interested in receiving
visibility information, because they may be unwilling to give
it up about themselves. Again, our data bears this out, with
the numbers for those who enabled the receiving option in
the Non-reciprocal condition exceeding those in the Forced
condition in all cases, moving from 48% to 62%, from 40%
to 67%, and from 56% to 69%, in each of the domains. The
significance of this shift is supported by the the results of our
regression model for receiving visibility information, where
the reciprocity condition was again significant.

Surprisingly, at least 31% of participants, across all do-
mains, chose to disable receiving visibility information—
deliberately cutting off an information source for no apparent
gain. One reason for this was to avoid potential anxiety that
this information might trigger: “I don’t typically like read
receipts as being left on ‘read’ can cause some anxiety. Better
to just not know” (M28). Others felt that receiving this infor-
mation was itself a violation of people’s privacy: “I would
rather not be caught up in knowing if others are viewing my
profile. I feel as though it is like spying on someone else’s
activity” (S43). Finally, some disabled receiving because they
did not want to exacerbate their notification fatigue: “I don’t
need more notifications on my phone, and trust all of those in
my household” (H157).

4.3 RQ3: What reasons drive people’s configu-
ration decisions?

We asked participants why they enabled their chosen setting
and analyzed their responses using qualitative coding. Com-
plete code frequencies are in Table C1, found in Appendix 6.

Utility of information is primary factor when configuring
visibility The most common reason for participants’ choices
(132 out of all 802 study participants, 16.5%) was finding the
underlying visibility information useful: “it is a very useful
tool and I could not run my page without it” (S217). Re-
spondents did not always clarify how exactly the information
would be useful to them, but we observed domain-specific
trends. For example, in Smart Home (21 out of 240, 8.8%)
and Social Media (13 out of 242, 5.4%) contexts, some of the
utility derived from reciprocity was safety-related: “Safety
would be the biggest factor. Any unknown person should not
be allowed to go in detail of my profile” (S111).

These results are supported by the regressions. Those
who valued being informed (agreeing with the statement “I
strongly value knowing if a recipient has read my message”)
were more likely to enable receiving. Likewise, sending was
correlated with agreeing with the statement “I strongly value
my messaging partners knowing if I've read their message.”

Context also mattered, for example the target audience and
purpose of a social network (31 out of 242, 12.8%), the type
of content (images or text) that would be shared on it (24
out of 242, 9.9%), or the placement of the smart camera (41
out of 240, 17.1%): “what was the camera for, like for my
residence or for my work because it makes a difference who
it’s for and then who it would be viewing” (H123).

On the other hand, some people find that downsides of
visibility information outweigh the benefits, leading them to
disable settings. For instance, in the Messaging context, 31 out
of 340 (9.7%) expressed concerns about having read receipts
on, such as feeling pressure to respond in a timely manner (22
out of 320, 6.9%): “I would not enable read receipts because
[...] it adds an almost timed element to messaging that is
stressful” (M188). This pressure was less common but also
present in Social Media (6 out of 242, 2.2%): “Sometimes |
Jjust want to view someone’s profile without them knowing. If
they see it, it opens up a communication opportunity I don’t
always want to explore” (S162).

In Smart Home settings, some (12 out of 240, 5.0%) noted
that enabling forced reciprocity could actually signal distrust
in other members of the household or result in discomfort
for them: “people might get upset knowing that I would be
watching them” (H53).

Counterparty’s identity also drives decisions Across all
domains, 134 out of 802 (16.7%) respondents cited the role
of they party they were interacting with in their decisions:
“If it’s a network in which a lot of strangers might view my
profile, I would probably not want to know who viewed, but if
it’s a network that’s close with only my friends, then it would
be nice to know if they’d viewed my profile and other stuff”
(S6). As illustrated by this quote, the specific relationship
(e.g., family members, friends, coworkers, etc.) mattered to
respondents (57 out of 802 users overall, 7.1%).
Respondents also cared about which setting the people they



would be interacting with would want them to pick, with 47
out of 802 (5.9%) saying they would make a decision on that
basis: “I would talk with others and try to come up with an
agreement regarding viewing/sending reports, set up some
basic rules/etiquette, etc.” (H169).

Privacy considerations also influenced participants’ choices.
In the regression model for sending visibility information, we
found that valuing privacy was associated with sending less
visibility information, which conforms to intuition. Consistent
with this, many participants cited “privacy” as a factor in
their decision-making (102 out of 802, 12.7%): “The main
factor that would affect my decision would be my right to
privacy” (M151). This was most common in the Social Media
domain (58 out of 242, 24.0%): “I just don’t want people to
know how little or often I view their profile” (S97). While
Smart Home data may be more sensitive, people have stronger,
more established trust relationships, making privacy less of a
concern (14 of 240, 5.8%): “Who’s in the house? If just me
and significant other, then it doesn’t really matter” (H91).

People also share visibility information for prosocial rea-
sons, like to provide transparency to those they are communi-
cating with (62 out of 802, 7.7%). This was especially salient
in the Smart Home domain, where 32 out of 240 participants
mentioned transparency as part of their rationale.

Other contextual factors In our regression models, we
also found that users who currently have sending enabled
in real-world apps were more likely to do the same in our
hypothetical scenarios. For receiving, this choice was again
correlated with the user’s current real-life setting. Finally, we
observed a small positive correlation between a person’s age
and their desire to receive visibility information.

While the broader literature has found conclusive evidence
about the power of defaults [2, 29, 31], our model did not
show defaults (default-enabled vs default-disabled) as signifi-
cant in our experiment. We suspect this may be because we
(purposefully) designed our survey questions so that opting in
and opting out required equal effort. Therefore, participants
had to make a choice, whereas in real life, the non-default
option requires considerably more effort to enact.

4.4 RQ4: How do people compare forced and
optional reciprocity?

In addition to measuring participants’ choices, we asked them
directly about their preferences and perceptions.

4.4.1 Do people prefer forced or optional reciprocity?

People often, but not always, prefer forced reciprocity
After participants saw the two different mechanisms to which
they were randomly assigned, we asked them which one they
preferred. Their responses are shown in Figure 2.

When comparing the Forced and Non-reciprocal con-
ditions, participants’ preferences varied between domains
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Figure 2: Participants’ preferences between types of reci-
procity for hypothetical new apps they experienced

(Kruskal-Wallis’® H(2) = 17.05,p < .001). Approximately
twice as many preferred Forced to Non-reciprocal for Smart
Home and almost three times as many for Messaging. In
contrast, for Social Media, Forced was less popular than Non-
reciprocal. Social media was again the exception when com-
paring Forced and Opt-in: more participants in this domain
preferred Opt-in, while Forced was more popular for Messag-
ing and Smart Home. (Here, however, the differences between
domains were less pronounced, H(2) =4.99, p = .08.) The
one trend that held across domains (H(2) = 2.82,p = .24)
was that participants overwhelmingly preferred the Opt-in
condition to the binary Non-reciprocal option.

We believe that the popularity of the Forced and Opt-in
conditions, both of which rely on reciprocity, shows clear evi-
dence that people find reciprocity valuable in privacy settings.
Additionally, the preference for Forced settings is interesting
because, as shown above, this mechanism restricts people’s
choices and produces arguably suboptimal privacy outcomes.

People prioritize simplicity, configurability, reciprocity
We asked participants why they preferred their chosen reci-
procity condition and analyzed their responses using quali-
tative coding. (See Table C3, via Appendix 6, for complete

5 All Kruskal-Wallis tests were corrected for tied ranks.
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Figure 3: Participants’ perceptions of the fairness of forced
reciprocity across different domains

codebook.) Across all three domains, participants expressed
that they preferred having fewer options to select from—193
out of all 802 participants (24.1%)—because that required
less mental effort for themselves and others: “It seems sim-
pler to only have to enable one setting. I can imagine trying
to explain the [Non-reciprocal version name] method to my
non-technical friends, and they would have A LOT of trouble
understanding and implementing it” (M181). However, the
opposite sentiment was also common (174 out of 802, 21.7%),
even among those who did not necessarily plan to take ad-
vantage of the setting: “I generally view more features as a
benefit, if someone in my home ended up preferring to have
conditional sending or receiving it would be nice to have that
option, even if it is not very important to me” (H81).

The opt-in setting also provoked contradictory reactions.
Some, especially in the Social Media domain (47 out of 242,
19.4%), felt that it was complex and redundant: “The con-
ditional viewing setting is sort of a redundant setting and |
can’t see why anyone would click it on with the other setting
being available” (S16). But others believed the complexity
was justified: “Though it is a bit more complicated I feel it
requires more of a ‘mutual agreement’ which I prefer” (M55).

4.4.2 How do people perceive forced reciprocity?

Most feel that forced reciprocity is fair We asked our par-
ticipants whether they thought it was fair that, in the forced
reciprocity condition, sending and receiving visibility infor-
mation were mutually linked. Consistently across all domains
(Kruskal-Wallis H(2) = .18, p = .91), a majority considered
this trade-off to be “very fair” (Figure 3).

Many feel that forced reciprocity helps protect privacy
We also asked participants whether requiring reciprocity was
good or bad for privacy. Overall, more participants thought
forced reciprocity was better rather than worse for privacy
(Figure 4), though these results were less asymmetric than the
fairness ratings, with a sizable minority feeling that forced
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Figure 4: Participants’ perceptions of the privacy of forced
reciprocity across different domains

reciprocity was worse rather than better for privacy. There was
also a difference between domains (H(2) = 19.04, p < .001),
as fewer participants in the Messaging domain thought that
forced reciprocity was better for privacy.

5 Discussion

Our study is among the first to isolate and experimentally
examine reciprocity in privacy settings, which is important
to understand as one widespread but understudied frontier
in how people negotiate interpersonal privacy. Unlike prior
work on read receipts [14, 26], ours is the first to collect data
on people’s preferred settings and real-world configurations,
and compare these across domains. Our findings offer several
practical implications for system designers.

Norms are app-specific; having choices helps Our re-
search aims to provide guidance to system designers about
how they should handle reciprocity. The most straightfor-
ward approach would be to defer to overarching social norms.
Unfortunately, no consensus is evident in people’s behav-
iors or expectations. Instead, norms appear to differ between
platforms and subcommunities. For example, many more par-
ticipants had read receipts turned on in WhatsApp than in
iMessage. These differences are consistent with the variance
in reciprocity defaults among various online status indica-
tors [16]. New services should therefore carefully consider
the expectations and precedent set by their initial choices.
The heterogeneity of people’s preferences itself signals
an important design implication: users benefit from choice.
Some people want read receipts or profile views on, and others
feel just as strongly that they should be off. Therefore services
that do not provide choices risk alienating a large fraction of
their users who prefer the other option. This is a lesson for
apps that currently do not support disabling read receipts, like



Instagram, Facebook Messenger, and Telegram [50].

Forced reciprocity hurts privacy (but might also help)
Our results demonstrate that forced reciprocity introduces
a privacy loss, as users configuring access-control settings
end up sharing information that they would have otherwise
chosen not to. Participants also explicitly articulated privacy
concerns, which date back decades [61]. In spite of this, a
number of participants described forced reciprocity as being
good for privacy. We hypothesize that this is because recipro-
cal features, especially in smart homes and social media, may
deter snooping, which can be seen as a win for privacy.

People prefer reciprocity, whether or not it is forced
In general, participants had positive perceptions of forced
reciprocity. They emphasized its fairness and, when given
a choice, typically preferred forced reciprocity to Non-
reciprocal settings, often citing relative simplicity as more
important than greater flexibility or the potential for increased
privacy. Thus, forced reciprocity may be preferable to users,
despite its drawbacks. This takeaway may be particularly
relevant to social media, where visibility [25, 35] and other
settings [37, 38] are known for being particularly confusing.

These are not the only design choices, however. Reciprocity
seems even more important than simplicity: participants over-
whelmingly preferred the app that offered the more complex
Opt-in setting to the version that only had the relatively sim-
pler binary Non-reciprocal option. Indeed, many participants
enabled the optional reciprocity setting when it was available
to them, indicating that they wanted to match their sending or
receiving to the actions of their counterparty.

Non-binding reciprocity may also lead to more information
being shared. In settings with Opt-in reciprocity, the total
number of participants who would send (or receive) visibility
information was typically higher than in other conditions.
This suggests that system designers might maximize sending
or receiving by offering non-binding reciprocal choices.

Design for virtue, not selfishness Our quantitative and qual-
itative results point to individuals’ perceived valuations of
visibility information as a critical factor when configuring
potentially reciprocal settings. Yet it is not the case that ob-
taining this information is the sole driver of people’s actions.
Across domains, participants said they would send visibility
information even if it would not get them new information
in return. Their motivations included altruism and respect for
others, but sometimes also self-interest—seeing benefits in
others knowing that their message had been read. A takeaway
for system designers is that they should not expect users to
behave in a purely transactional manner—or think that oth-
ers will act that way. Even if users are not forced to share
information, they are quite likely to do so voluntarily.

We also saw a significant fraction of participants decline to
receive visibility information, even though they had nothing
to lose by getting it. They motivated their choice by explain-
ing that they did not find value in this information and, in

fact, found it stressful or otherwise unwelcome—consistent
with the complicated feelings other research has found to be
associated with read receipts [14, 26]. A takeaway is that
not everyone wants to receive read receipts or other visibility
information; for many, having more information is not neces-
sarily better. One way of summarizing our observations is as
empirical evidence in support of the philosophical framework
of design for human flourishing, by way of virtue ethics, in
which reciprocity is one of the virtues [62].

Reciprocity holds promise in new domains and settings
Messaging read receipts and social media profile views rep-
resent settings that have a long history and hundreds of mil-
lions of active users. To understand whether forced reciprocity
could potentially be used in new settings, we introduced a
third domain to our study: view reports in smart home cam-
eras. Despite the concept’s novelty, the mechanism was well
received, and more participants wanted to enable it than equiv-
alent features in other domains. Smart homes may be a partic-
ularly promising area for new access control models because
demand for greater privacy is high [10, 21, 40, 65] but uptake
of existing settings is low [24, 66]. In particular, participants
saw the view reports we proposed as a safety feature, sug-
gesting that these could be the basis for differentiated access
control features for household members and visitors.

Overall, how people perceived and engaged with the smart
home reciprocal setting was in line with other, more estab-
lished domains. These results suggest that reciprocity, whether
forced or optional, can be a promising tool for new privacy set-
tings, potentially in further domains. One advantage of forced
reciprocity as a privacy mechanism is that it reduces the ef-
fort required from users to configure privacy settings. Rather
than configuring access control on a per-user basis, forced
reciprocity instead makes it possible to set a more general
policy—reciprocity—and customize behavior as needed.

Future work should explore contexts behind reciprocity
Our findings may be seen through the lens of the theory of
Contextual Integrity [44]. In CI, norms about reciprocity rep-
resent the “transmission principle” that makes particular infor-
mation flows acceptable in certain contexts. Because norms
differ between contexts, future work should further examine
how expectations about reciprocity vary in different contexts.

Another context future work could explore is group settings.
In our study, reciprocal settings served to manage one-on-
one relationships or those in relatively small, static groups
(households in the smart home domain). People’s choices may
be different in one-to-many or many-to-many interactions.

More generally, notions of reciprocity are deeply interwo-
ven into the fabric of human relationships. By continuing
to study reciprocity, we can learn how to harness it to yield
better privacy outcomes.
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Appendices

6 Supplementary Materials

A sample survey instrument, complete explanations for all
conditions, and codebooks from qualitative coding can be
found at: https://osf.i0/e574g/

7 Power analysis

To determine the number of participants in our study, we
conducted a power analysis [18, 27]. We performed an a
priori one-tailed z-test for a logistic regression with standard
values of .05 for confidence and .8 for power, and estimated
the R? other X (amount of variability in the main predictor that
is accounted for by covariates) to be low association, using a
standard value of .04. We estimated the probability that a user
is willing to share information if forced reciprocity has no
effect on sharing behaviors (Hg) using .45 as a lower bound
and .65 as an upper bound, based on the results of a survey
performed by Alhddad [5] measuring read receipt behaviors.
We then estimated the probability that a user is more willing
to share information if forced reciprocity does have an effect
on sharing behaviors using .55 as a lower bound, and .75
as an upper bound—this is because we estimated our effect
size would be small-to-medium. We found that the number of
people per condition we would need to be 28—174, depending
on the effect size. Based on an estimate of medium effect sizes,
prior experience, and budgetary considerations, we targeted
at least 80 people per condition.

8 Regression analysis

To quantitatively analyze how participants configured the
hypothetical apps in our experiment, we created two logistic
regression models, one for sending and one for receiving
visibility information, as described in §3.3.1.

To check for multicollinearity, we verified that all Variance
Inflation Factors (VIF) were below 5, the level considered
concerning [30, 41]. Because the VIF for the “value” variables
were the highest we observed (3.39, 3.67), we further tested
models that omitted one of these variables and found that they
performed worse on BIC, AIC and Aldrich-Nelson pseudo-
R?, while yielding nearly identical results. As a result, we
included all variables mentioned in §3.3.1 in the final models.

In addition to the factors and interaction effects mentioned
there, we also tested several additional interaction effects:
between reciprocity condition and domain (to explore the
effects of context), between reciprocity condition and defaults
(since default effects could be stronger, for example, in a
novel domain like smart homes), and between reciprocity
condition and choice order (to test for potential asymmetric
order effects). However, all of these models had a higher
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BIC, suggesting a worse fit with the data, so we omit these
interaction effects from the final model.

We computed Aldrich-Nelson pseudo-R* [4] due to its
superior characteristics [23]. The pseudo-R? values for the
sending and receiving models were .48 and .51, respectively,
suggesting that our factors explain a relatively high amount
of variance in the dependent variables.

The regression results for sending and receiving visibility
information appear below. Asterisks indicate significance at
the .05, .01, and .001 level, respectively.

Sending Receiving

Odds Ratio  Std. Error  z value p-value Odds Ratio  Std. Error  z value p-value
Domain — Smart Home ~ 0.704 0.463 0757 0.449 0.625 0.398 1181 0.238
Domain — Social Media ~ 0.434 0.434 1925 0.054 0.648 0.369 1176 0.239
Choice order 0.770 0.164 -1.589  0.112 1.212 0.160 1.197  0.231
Choice framing 0.722 0.246 1329 0.184 0.723 0.215 1506 0.132
Value being informed ~ 1.511 0.381 1.084 0278 4.189 0.335 4278 <001%**
Value privacy 0.225 0.398 3748 <.001%* | 0.616 0.330 1466 0.143
Reciprocal setting 2.698 0.438 2267 0.023* | 2.339 0.337 2526 0.012*
in real-world app — N/A
Reciprocal setting
in real-world app 6.255 0.449 4081  <001%** | 4.655 0.367 4191 <001##*
— Enabled
_R‘ggt’_r;“ty condition ) >57 0.219 6.610  <.001%= | 1.806 0.217 2721 0.007%
_Rif;fcr:g“y condition 5 g17 0.216 4800 <001 | 0.299 0.200 -6.029 <0017
Age 1.022 0.012 1923 0.055 1.021 0.010 2.148  0.032%
Value info + Age 0.996 0.008 0445 0.656 0.989 0.008 1374 0.169
Value privacy + Age  0.994 0.009 0735 0.462 0.990 0.008 1323 0.186
Value info 1.270 0.287 0.833 0405 1.253 0.258 0.875  0.382
+ Smart Home
Value info 1.607 0.320 1480  0.139 1.644 0.269 1.848  0.065
+ Social Media
Value privacy 2281 0.292 2824 0.005% | 1.877 0.249 2535 0.011%
+ Smart Home
Value privacy 1.640 0.310 1.598  0.110 1.645 0.253 1970 0.049%

+ Social Media
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